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Abstract Spatial ventriloquism refers to the phenomenon
that a visual stimulus such as a flash can attract the perceived
location of a spatially discordant but temporally synchronous
sound. An analogous example of mutual attraction between
audition and vision has been found in the temporal domain,
where temporal aspects of a visual event, such as its onset,
frequency, or duration, can be biased by a slightly asynchro-
nous sound. In this review, we examine various manifestations
of spatial and temporal attraction between the senses (both
direct effects and aftereffects), and we discuss important con-
straints on the occurrence of these effects. Factors that poten-
tially modulate ventriloquism—such as attention, synesthetic
correspondence, and other cognitive factors—are described.
We trace theories and models of spatial and temporal ventril-
oquism, from the traditional unity assumption and modality
appropriateness hypothesis to more recent Bayesian and neu-
ral network approaches. Finally, we summarize recent evi-
dence probing the underlying neural mechanisms of spatial
and temporal ventriloquism.

Keywords Multisensory Processing - Temporal processing -
Spatial localization

Introduction

At the opening ceremony of the 2008 Beijing Summer
Olympic Games, the successful debut performance of a lovely
little girl had attracted widespread attention. Accompanying
her on-stage performance, indeed, an off-stage voice got “at-
tached” to the lip-syncing girl. Her vivid vocal performance

had been finally revealed as a successful implementation of
spatial ventriloquism (http://www.youtube.com/watch?v=
8BIEiCqQRxQ&feature=related). Obviously, there are many
more mundane examples of spatial ventriloquism, such as
simply watching a TV. Here, the audio is perceived where
the action is seen, rather than at the actual location of the sound
(i.e., the position of the loudspeaker). A similar illusion occurs
in the temporal domain (i.e., temporal ventriloquism), because
the sound and the video of the TV appear to be synchronous
despite delays between the two signals. The spatial and tem-
poral ventriloquist effects have also received considerable
attention in the scientific literature, because they demonstrate
amore general phenomenon—namely, that sensory modalities
such as vision, audition, and touch interact and sometimes
change the percept of each other (Calvert, Spence & Stein,
2004; Stein, 2012; Stein & Meredith, 1993). The resulting
cross-modal illusions have turned out to be extremely useful
tools for probing how the brain combines information from
different modalities. In essence, it appears to be the case that
when information from two different modalities are in slight
conflict with each other, cross-modal combinational fusions
arise that produce multisensory illusions that can be every bit
as compelling as those within a given sense (Stein, 2012).
Here, we review the literature on these intersensory illu-
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expanding literature on these topics, we had to be very selec-
tive. Table 1 provides a selection of studies that we considered
a representative example of the paradigms currently used,
while Table 2 summarizes the basic findings of this literature.
We apologize for all those that have not been mentioned.

Spatial ventriloquism: Immediate effect

Probably the best known example of intersensory binding is
the visual bias of auditory location, here referred to as
spatial ventriloquism. In a typical demonstration of spatial
ventriloquism, the performing artist would synchronize the
movements of a puppet’s mouth with his own speech while
avoiding movements of his/her own head or lips. The source
of the sound is then mislocalized toward the position of the
puppet’s mouth. Fortunately, experimental psychologists do
not need to be as artistic as that, because they can use a
stripped-down version of this setup that quite often consists
of a single beep from one location delivered with a synchro-
nized flash from another location. The task of the observer
might be to point or make a saccade toward the (apparent)
location of the sound or to decide whether the sound came
from the left or the right of a reference point, while at the
same time trying to ignore the visual distractor (see Fig. 1).
Alternatively, observers may also be asked to judge whether
the flash and beep originated from a single location (whether
they “fused”) or not, in which case the visual stimulus
cannot be ignored but is task relevant.

The spatial ventriloquist illusion manifests itself when
the immediate pointing response toward the sound is shifted
toward the visual stimulus despite instructions to ignore the
latter (Alais & Burr, 2004b; Bertelson, 1999; Bertelson &
Radeau, 1981; Brancazio & Miller, 2005; Howard &
Templeton, 1966; Munhall, Gribble, Sacco & Ward, 1996;
Radeau & Bertelson, 1987) or when, in the case of a fusion
response, despite spatial separation, synchronized audiovi-
sual stimuli fuse and are perceived as coming from a single
location (Bertelson & Radeau, 1981; Godfroy, Roumes &
Dauchy, 2003). This illusion has been demonstrated not
only in human observers, but also in species such as cats,
ferrets, and birds (Kacelnik, Walton, Parsons & King, 2002;
King, Doubell, & Skaliora, 2004; Knudsen, Knudsen &
Esterly, 1982; Knudsen & Knudsen, 1985, 1989; Meredith
& Allman, 2009; Wallace & Stein, 2007).

Cross-modal mutual biases in localization responses have
also been found in other modalities than the auditory and
visual. In the visuomotor domain, there are famous prism
adaptation studies that have been known since the late 19th
century, when von Helmholtz published his seminal work in
optics (von Helmholtz, 1962). During the mid-1960s, Held
(1965) demonstrated that prism adaptation depends on the
interaction between the motor and the visual systems and

that such interaction normally induces a plastic change in
the brain. There are also more recent studies reporting
spatial attraction between the visual and somatosensory
modalities (Blakemore, Bristow, Bird, Frith & Ward, 2005;
Dionne, Mechan, Legon & Staines, 2010; Forster & Eimer,
2005; Rock & Victor, 1964; Serino, Farng, Rinaldesi, Haggard
& Ladavas, 2007 Taylor-Clarke, Kennett & Haggard, 2002)
and between the auditory and tactile modalities (Bruns &
Roder, 2010a, b; Caclin, Soto-Faraco, Kingstone & Spence,
2002; Occelli, Bruns, Zampini & Roder, 2012). Spatial ven-
triloquism can also be found with dynamic stimuli. In appar-
ent motion, visual motion direction can attract the perceived
direction of auditory motion (Kitajima & Yamashita, 1999;
Mateeff, Hohnsbein & Noack, 1985; Soto-Faraco, Lyons,
Gazzaniga, Spence & Kingstone, 2002; Soto-Faraco, Spence
& Kingstone, 2004a, b, 2005; Stekelenburg & Vroomen,
2009), and auditory motion can attract visual motion (Alais
& Burr, 2004a; Chen & Zhou, 2011; Meyer & Wuerger, 2001;
Wuerger, Hofbauer & Meyer, 2003).

From a theoretical point of view, it is important to realize that
in spatial ventriloquism, there is not a complete capture of
sound by vision but, rather, a mutual attraction in space. The
effect of vision on sound location is usually robust, whereas the
reverse effect—sound attracting visual location—is usually
quite subtle and has mostly been observed with visual displays
that are difficult to localize (Alais & Burr, 2004b; Bertelson &
Radeau, 1981, 1987). More recently, though, a particularly
clear effect of sound on visual localization has been reported
by Hidaka et al. (2009; see also Teramoto, Hidaka, Sugita,
Sakamoto, Gyoba, Iwaya & Suzuki, 2012). These authors
presented a blinking visual stimulus at a fixed location against
a nontextured dark background. This static blinking stimulus is
perceived to be moving laterally when the flash onsets are
synchronized with an alternating left-right sound source. This
illusory visual motion is particularly powerful when retinal
eccentricity is increased, and it also works in the vertical di-
mension when sounds alternate in upper and lower space (for a
demo, see www.journal.pone.0008188.s003.mov).

Temporal ventriloquism: Immediate effect

Less well-known is that an analogous phenomenon of
intersensory binding occurs in the time dimension, referred
to as temporal ventriloquism. Here, temporal aspects of a
visual stimulus, such as its onset, interval, or duration, can
be shifted by slightly asynchronous auditory stimuli (Alais
& Burr, 2004a; Bertelson, 1999; Burr, Banks & Morrone,
2009; Chen, Shi & Miiller, 2010; Fendrich & Corballis,
2001; Freeman & Driver, 2008; Getzmann, 2007; Morein-
Zamir, Soto-Faraco & Kingstone, 2003; Recanzone, 2009;
Scheier, Nijhawan & Shimojo, 1999; Sekuler, Sekuler &
Lau, 1997; Vroomen & de Gelder, 2004b; Watanabe &
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Table 1 Selection of representative studies on spatial and temporal ventriloquism

Effect

Task/Paradigm

Main Question

Finding

Sample Study

Spatial ventriloquist
effect

Spatial ventriloquist
aftereffect

Temporal
ventriloquist
effect

Temporal
ventriloquist
aftereffect

@ Springer

Sound localization/
fusion

Speech identification /
sound localization

Sound localization

Sound localization
Sound localization

Sound localization
Sound localization
Sound localization
Sound localization
Fusion response
Direction of auditory

motion
Sound localization

Sound localization
Direction of auditory

motion
Sound localization

Sound localization

Sound localization

Sound localization

Sound localization
Visual TOJ

Visual TOJ
Visual TOJ
AV-TOJ
AV-TOJ

AV-TOJ

Visual motion judgment

Finger tapping
TOJ/interval estimate
AV TOlJ/synchrony

judgments
Motor—sensory TOJ

Whether bias occurred
only with fusion
Role of "unity assumption"

Role of endogenous/
exogenous attention

Spatial criteria
Temporal criteria

Cue combination of
audiovisual signals

Common cause of
sensory cues

Contribution of prior
and likelihood

Role of visuospatial
attention

Properties of audiovisual
fusion

Capture with dynamic
stimuli

Neural mechanism of
ventriloquism

Neural mechanism of pitch—
size synesthesia

Neural mechanism of
syneasthetic congruency

Generalization across
frequency

Generalization across
frequency

Generalization across space

Effect of perceptual load

Time course/dissipation
Auditory capture of vision

Role of spatial discordance
Role of auditory grouping

Role of cross-modal
correspondence
Role of cross-modal
correspondence
Role of cross-modal
correspondence

Role of temporal grouping
Auditory/visual dominance

Bayesian approach

Temporal recalibration

Vision attracts auditory
location without fusion

Ventriloquism unaffected
by face orientation

Visual attention no effect
on ventriloquism

<15° separation necessary
From —100 to +300 ms

Near optimal integration
Ideal observer model

Prior modulates audiovisual
integration

Arrows and gaze shift sound
location

Audiovisual fusion areas
larger in periphery

Visual and tactile stimuli
capture auditory motion

Affects auditory cortex

Right parietal area involved
Low- and high-level mechanisms

No transfer between 750 and
3 kHz

Partial or complete transfer
between 400 and 6.4 kHz
Greater at adapted location

No influence or bigger effect with
central load
Fast/single exposure

Clicks improve visual TOJ

No effect of audiovisual spatial
discordance

Auditory grouping precedes
intersensory binding

Poor JINDs for audiovisual
congruent speech

Poor JNDs for congruent
pitch—size

No effect of binding with
audiovisual sine wave speech

Bias in apparent motion

Clicks influence synchronization
with flashes

Less perfect quantitative fit

PSS shifts in the direction of
exposure lag

Reversal of motor—sensory order

Bertelson and Radeau (1981)
Bertelson et al. (1994)

Bertelson et al. (2000b);
Vroomen et al. (2001a, b)

Slutsky and Recanzone (2001)
Slutsky and Recanzone (2001)
Alais and Burr (2004b)

Kording et al. (2007)

Van Wanrooij et al. (2010)
Borjon et al. (2011)

Godfroy et al. (2003)
Soto-Faraco et al. (2002, 2004)

Bonath et al. (2007);
Stekelenburg
and Vroomen (2009)

Bien et al. (2012)
Sadaghiani et al. (2009)

Recanzone (1998);
Lewald (2002)

Frissen et al. (2003, 2005)

Bertelson et al., (2006);
Kopco et al. (2009)

Eramudugolla et al. (2011)

Wozny and Shams (2011b);
Frissen et al. (2012)

Scheier et al. (1999);
Morein-Zamir et al. (2003)

Vroomen and Keetels (2006)
Keetels et al. (2007)

Vatakis et al. (2008)

Parise and Spence (2009)

Vroomen and
Stekelenburg (2011)

Freeman and Driver (2008);
Chen et al. (2011)

Aschersleben and Bertelson
(2003); Repp (2005)

Burr et al. (2009);
Ley et al. (2009);

Fujisaki et al. (2004);
Vroomen et al. (2004)

Stetson et al. (2006)
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Table 1 (continued)

Effect Task/Paradigm Main Question Finding Sample Study
Change in perception of

causality

AV-TOJ Storage/dissipation of Counterevidence (not delay) Machulla, Di Luca, Froehlich
aftereffect affects dissipation and Ernst (2012)

AV-TOJ Role of spatial and Concurrent estimations and no Roseboom and Arnold (2011)
contextual factors location constraints

AV-TOJ Attention modulation of Spatially specific Heron et al. (2012)

temporal pattern
Unimodal stimulus
detection
Finger tapping

processing speed

Magnitude estimation

Recalibration via change in ~ Auditory processing faster after
Generalization of aftereffect Synchronized finger tapping to

Population coding in timing Adaptation not uniform for each

Navarra et al. (2009)
sound-lag adaptation

Sugano et al. (2012)
flashes/clicks changed

Roach et al. (2011)
SOA

Shimojo, 2001). One particularly clear manifestation of
temporal ventriloquism is that an abrupt sound attracts the
apparent onset of a slightly asynchronous flash (see Fig. 2).
As in the spatial case, temporal ventriloquism can also be
evoked by touch, and it can also become manifest in motor—
sensory illusions (Bresciani & Ernst, 2007; Keetels &
Vroomen, 2008a).

In general, researchers have interpreted temporal ventril-
oquism in terms of “capture” of auditory time onsets (or
time intervals) over corresponding visual time onsets (or

time intervals), rather than as a mutual bias between vision
and audition, as in the case of spatial ventriloquism (e.g.,
Recanzone, 2009). An early demonstration of what one
might, arguably, refer to as an example of temporal ventril-
oquism was reported by Gebhard and Mowbray (1959) in a
phenomenon called auditory driving. They presented ob-
servers with a flickering light (5-40 Hz) and a fluttering
sound (varying between ~5 and ~40 Hz). Observers reported
that a constant flicker rate altered when the flutter changed,
whereas the reverse effect (visual flicker altering auditory

Table 2 Summary of basic characteristics of audiovisual binding in space and time

Space

Time

Relative strength —Vision usually dominates audition, but mutual attraction

can be demonstrated
Temporal
window
Spatial window

(sound-first) to~+300 ms (sound-late)

Stimulus —Greater effect when sounds are difficult to localize
features —Visual stimuli can be presented in focus or periphery
Aftereffect —Space- and eye-specific (greater at adapted position)

—Audiovisual stimuli need to be presented within~—100 ms

~£15° of horizontal separation, but with large variation

—Audition captures vision
—Somewhat narrower than for space

—Unconstraint by spatial disparity

—Sounds with sharp transition

—Visual stimuli preferably in periphery
—Audiovisual rate <6 Hz

—Modality-specific change in processing speed

—Greater at adapted frequency, but with mixed evidence about transfer —Smaller at adapted delay

to other frequencies
—Fast (after single exposure)

Role of attention —Direction of endogenous/exogenous shift of attention and shift in

sound location can be dissociated

—But arrows and gaze can induce shift sound location as well
—Dual task with focused attention does not decrease the aftereffect

Audiovisual
congruence

—Phonetic congruency in speech: no effect

—Face orientation: no effect—

—Speech/nonspeech mode with sine wave speech: no effect
—Pitch/size congruence: greater effect for congruent pairs

—Frequency specific

—Space specific (simultaneous adaptation to sound-lead
and sound-lag possible)

—Probably fast (possibly after a few exposures)
—Sounds preferably segregated with sharp onsets

—Attention to the audiovisual timing relation increases
aftereffect

—Gender-matched speech: more fusion
—Pitch/size congruence: more fusion for congruent pairs

—Nonspeech like musical instruments: no effect of
audiovisual congruency
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flutter) could not be observed. In more recent years, temporal
ventriloquism has been demonstrated in a number of
other paradigms: Besides auditory driving (Bresciani &
Ernst, 2007; Gebhard & Mowbray, 1959; Recanzone,
2003; Shipley, 1964; Welch, DuttonHurt & Warren,
1986), or a variant of this called the double-flash illu-
sion (Shams, Kamitani & Shimojo, 2000), researchers
have used the flash-lag effect with accompanying
sounds (Vroomen & de Gelder, 2004b), visual temporal
order judgment (TOJ) tasks with accompanying sounds
(Bertelson & Aschersleben, 2003; Morein-Zamir et al.,
2003; Vroomen & Keetels, 2006), sensorimotor synchro-
nization (Aschersleben & Bertelson, 2003; Repp, 2005;
Repp & Penel, 2002; Stekelenburg, Sugano & Vroomen,
2011; Sugano, Keetels & Vroomen, 2010, 2012), and
other variants of cross-modal temporal capture (Alais &
Burr, 2004b; Bruns & Getzmann, 2008; Chen & Zhou,
2011; Freeman & Driver, 2008; Getzmann, 2007;
Kafaligonul & Stoner, 2010; Shi, Chen & Miiller,
2010; Vroomen & de Gelder, 2000, 2003).

A particularly useful setup that has provided a relative
bias-free measure of temporal capture was first described by
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modality (visual or tactile) can be modulated by spatially
uninformative but temporally irrelevant grouping stimuli in
the distractor (auditory) modality (Chen, Shi & Miiller,
2011; Freeman & Driver, 2008; Kafaligonul & Stoner,
2010). Cross-modal temporal capture in motion perception
has also been demonstrated in a task of categorizations of
visual motion percepts (Getzmann, 2007; Shi et al., 2010).
Temporal capture has also been demonstrated in synchroni-
zation tasks in which observers are quite capable of tapping
a finger in synchrony with a click while ignoring a tempo-
rally misaligned flash, but when trying to tap in synchrony
with a flash, participants have great difficulty ignoring a
temporally misaligned click (Aschersleben & Bertelson,
2003; Repp, 2005).

Spatial ventriloquist aftereffects

Another signature of a “true” merging of the senses is that
prolonged exposure to an intersensory conflict leads to
compensatory aftereffects. For spatial ventriloquism, it con-
sists of postexposure shifts in auditory localization toward
the visual distractor (Bertelson, Frissen, Vroomen, & de
Gelder, 2006; Canon, 1970; Frissen, Vroomen, de Gelder
& Bertelson, 2003, 2005; Lewald, 2002; Radeau, 1973,
1992; Radeau & Bertelson, 1969, 1974, 1976, 1977, 1978;
Recanzone, 1998; Zwiers, Van Opstal & Paige, 2003) and
sometimes also in visual localization (e.g., Radeau, 1973;
Radeau & Bertelson, 1974, 1976, Experiment 1). A simple
procedure for measuring aftereffects is depicted in Fig. 4,
where, after exposure to an audiovisual spatial conflict,
unimodally presented test sounds are displaced in the direc-
tion of the conflicting visual stimulus seen during the expo-
sure phase.

It is generally agreed that these aftereffects reflect a
recalibration process that is evoked to reduce the discrepan-
cy between the senses. Most likely, this kind of recalibration
is essential in achieving and maintaining a coherent
intersensory representation of space, as in the case of prism
adaptation (Held, 1965; Redding & Wallace, 1997; Welch,
1978). On a long-term scale, recalibration may compensate
for growth of the body, head, and limbs, while on a short-
term scale, it likely accommodates all kinds of changes in
the acoustic environment that occur when, for example, one
enters a new room.

Examining aftereffects has several interesting properties
that are not available when testing immediate effects: One is
that, during the posttest, observers do not need to ignore a
visual distractor, because the test stimuli are presented
unimodally. The advantage of this is that Stroop-like re-
sponse conflicts between modalities, like an observer who
points by mistake to a flash rather than a target sound, do not
contaminate the picture. Another advantage is that one can

=z
Exposure to audiovisual A
conflict A

(Y o—

Y=
i
Auditory-only test é\%\'\\
AR

Fig. 4 Setup for measuring a spatial ventriloquist aftereffect: Ob-
servers are first exposed for a prolonged time to an audiovisual spatial
conflict (here, a train of flashes to the right of sounds). In an auditory
posttest, the apparent location of the sound is shifted in the direction of
the previously experienced conflict

probe for the occurrence of aftereffects at different stimulus
values than the one used during exposure. This can tell one
whether the changes were specific to the values used in the
exposure situation or, instead, generalize to a range of
neighboring values.

The magnitude of the aftereffect typically depends on the
number of exposure trials and the spatial discrepancy experi-
enced during exposure (usually between 5° and 15°). Usually, it
is a fraction of that discordance, although it can vary consider-
ably by about 10 %50 % in humans (Bertelson et al., 2006;
Frissen, Vroomen & de Gelder, 2012; Kopco, Lin, Shinn-
Cunningham & Groh, 2009) and 25 % in monkeys (but see
Recanzone, 1998, who obtained the same amount of aftereffect
as the adapting displacement). When observers are adapted in a
single location in space, visual recalibration of apparent sound
location does not shift uniformly to the left or right, but the
effect is bigger at the trained than at the untrained location
(Bertelson et al., 2006). This location-specific aftereffect partly
shifts with eye gaze (Kopco et al., 2009).

The transfer of the aftereffect has also been examined in
the auditory frequency domain to investigate whether adap-
tation is specific for sound localization cues on the basis of
interaural time differences (mainly used for low-frequency
tones) and interaural level differences (mainly used for high-
frequency tones). The critical examination is to use the same
or different auditory frequencies in the exposure and test
phases. The picture here is not entirely clear: Recanzone
(1998) and Lewald (2002) reported that aftereffects did not
transfer across frequencies of 750 and 3000 Hz (Bruns &
Roder, 2012; Lewald, 2002; Recanzone, 1998), while
Frissen and collaborators obtained transfer across even
wider frequency differences of 400 and 6400 Hz (Frissen
et al., 2003, 2005)

Spatial ventriloquism and its aftereffect are also effective
in improving spatial hearing in monaural conditions when
interaural difference cues are not available. For example,
Strelnikov, Rosito and Barone (2011) had observers wear an
ear plug for 5 days, during which time they were trained in
five 1-h sessions to localize monaural sounds. Sound
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Another prediction of this sensory-specific criterion-shift
account is that the adjusted modality causes a shift of equal
magnitude in other cross-modal combinations. For example,
Sugano et al. (2010) compared lag adaption in motor—visual
and motor—auditory pairings (i.e., a finger tap followed by a
delayed click or a delayed flash) and reported that the PSS
was uniformly shifted within and across modalities.
Adaptation to a delayed tap—click thus shifted not only the
perceived timing of a tap—click test stimulus, but also the
perceived timing of a tap—flash test stimulus (and vice
versa). They argued that this pattern was most ecasily
accounted for by assuming that the timing of the motor
component (when was the tap?) shifted.

Yet another prediction of the sensory-specific criterion-
shift account is that adaptation to asynchrony produces
uniform recalibration across a whole range of SOAs.
Observers who shift their PSS by 30 ms to sound-leading
thus should do this across a whole range of SOAs.
Interestingly, contrary to this prediction, it has been reported
that the magnitude of the induced shift is not equal for each
SOA but actually increases as the SOA of the test stimulus
moves away from the adapted delay' (Roach, Heron,
Whitaker & McGraw, 2011). Roach et al. examined this
by adapting observers to an audiovisual delay of either
100-ms sound-first or 100-ms light-first trials and then mea-
sured the perceived magnitude of temporal separation at a
wider range of SOAs. The authors found that the magnitude
of the induced bias was practically zero at the adapted de-
lays themselves (if compared with no delay—i.e., 0-ms
adaptation baseline) but increased as the SOA of the test
stimulus moved away from that of the adaptor. To explain
these findings, Roach et al. proposed that multisensory
timing is represented by a dedicated population code of
neurons that are each specifically tuned to different asyn-
chronies. Intersensory timing is represented by the distrib-
uted activity across these neurons. When observers adapt to
a specific delay—say, audiovisual pairs of 100 ms sound-
first—it results in a reduction of the response gain of the
neurons around the adapted delay of 100-ms sound-first. A
simultaneous sound-light pair (at 0-ms lag) then causes a
repulsive shift of the population response profile away from
the adapted SOA, and a simultaneous pair is then perceived
as ‘light-first’ (see also Cai, Stetson & Eagleman, 2012, for
a similar model).

Another line of research has examined whether temporal
recalibration is stimulus specific or, rather, generalizes
across different stimulus values. Navarra, Garcia-Morera
and Spence (2012) reported that audiovisual temporal adap-
tation only partly generalizes across auditory frequencies,

! Note that this is different from the spatial ventriloquist aftereffect,
where shifts in localization peak at the adapted position (Frissen et al.,
2012; Frissen et al., 2003, 2005; see also Bedford, 1989).

since exposure to lagging sounds of 250 Hz caused shifts of
the PSS in an SJ task if the test sounds were of the same
frequency (250 Hz) or slightly different (300 Hz) but the
effect was smaller (although still significant) if the test
sound was 2500 Hz. In a further quest for stimulus speci-
ficity, Roseboom and Arnold (2011) adapted observers to a
male actor on the left of the center of a screen whose lip
movements lagged the sound track, whereas a female actor
was shown on the right of the screen whose lip movements
preceded the soundtrack. Results showed that audiovisual
synchrony estimates for each actor were shifted toward the
preceding audiovisual timing relationship for that actor.
Temporal recalibrations thus occurred in positive and nega-
tive directions concurrently. This refutes the idea of a gen-
eralized timing mechanism but, rather, supports the idea that
perceivers can form multiple concurrent estimates of appro-
priate timing for audiovisual synchrony. In a similar vein,
Heron, Roach, Hanson, McGraw and Whitaker (2012)
showed that observers were able to simultaneously adapt
to two opposing temporal relationships, provided stimuli
were segregated in space. Perceivers thus could concurrent-
ly be adapted to “sound-first on the left” and “flash-first on
the right.” Interestingly, no stimulus-specific recalibration
was found when the spatial segregation was replaced by
contextual stimulus features like “high-pitched sound-first”
and “low-pitched sound late.” This may suggest that audio-
visual timing is spatially selective or, alternatively, that
adapters need to be sufficiently different from each other
so that separate timing relations can be maintained.

Spatial and temporal criteria for intersensory pairing

The underlying notion for both spatial and temporal ventril-
oquism is that the brain integrates, despite small deviances
in space and time, signals from different modalities into a
single multisensory event. Critically, when the deviance
between the signals in space or time is too large, the signals
likely originate from different events, in which case there is
no reason to “bind” the information streams. Consequently,
there is then also no reason to fuse, integrate, or recalibrate,
because two separate events are perceived. This notion
raises the question of whether spatial and temporal ventril-
oquism actually depends on the same a priori criteria for
intersensory binding. Surprisingly, from the literature, it
appears that this is most likely not the case. There is a
well-established finding that a variety of multisensory illu-
sions are preserved over a time window of several hundred
milliseconds surrounding simultaneity, giving rise to the
notion of a “temporal window of integration” (Colonius &
Diederich, 2004; Dixon & Spitz, 1980; van Wassenhove,
Grant & Poeppel, 2007). In the same vein, one can adopt a
“spatial window of integration” for when multisensory
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illusions are likely to occur. The question is whether these
putative spatial and temporal windows of integration are the
same for spatial and temporal ventriloquism. From the liter-
ature, it appears that they are quite different. For spatial
ventriloquism, several behavioral and physiological
studies have shown that the spatial ventriloquist effect dis-
appears when the audiovisual temporal alignment is outside
a =100 —+300 ms window (—100 ms=sound before
vision; +300 ms=sound after vision), while the horizontal
spatial alignment should not exceed ~15° (Godfroy et al.,
2003; Hairston, Wallace, Vaughan, Stein, Norris & Schirillo,
2003; Lewald & Guski, 2003; Slutsky & Recanzone, 2001;
Radeau & Bertelson, 1977), although the specific degree of
tolerated disparities could take a wide range (Wallace,
Roberson, Hairston, Stein, Vaughan & Schirillo, 2004).

For temporal ventriloquism, though, these windows are
quite different, since the temporal audiovisual asynchrony
should not exceed ~200 ms, whereas spatial disparity plays
almost no role. Concerning the temporal window, Morein-
Zamir et al. (2003) reported that accessory auditory stimuli
could shift the perceived time of occurrence of visual stimuli
if presented within ~200 ms (Morein-Zamir et al., 2003).
The double-flash illusion (the illusory flashing in the pres-
ence of multiple beeps) also declines when audiovisual
asynchrony exceeds ~70 ms (Shams et al., 2000). Jaekl
and Harris (2007) reported that temporal cross-capture of
audiovisual stimuli takes place within a temporal disparity
of ~125 ms (Jaekl & Harris, 2007). These relatively narrow
temporal criteria for temporal ventriloquism to take effect
may reflect the narrow integration time of polysensory neu-
rons in the brain (Meredith, Nemitz & Stein, 1987;
Recanzone, 2003).

The most striking difference with spatial ventriloquism,
though, is that temporal ventriloquism is hardly affected by
spatial discordance (Bruns & Getzmann, 2008; Keetels &
Vroomen, 2008a; Recanzone, 2003; Vroomen & Keetels,
2006). Vroomen and Keetels (2006) examined this in a
setup shown in Fig. 6.

Observers were asked to judge whether a lower or upper
LED was presented first (a visual TOJ task) while two acces-
sory sounds were sandwiched in an AVVA style at £100-ms
SOAs such that they improved the visual JND (= temporal
ventriloquism). Crucially, the improvement by the sounds was
equal when sounds came from the same location as or a
different location than the lights (Fig. 6a), for static sound
sounds from the same location or for dynamic sounds with
apparent motion from left to right or right to left (Fig. 6b), and
for sounds and lights coming from the same side or the
opposite sides of central fixation (Fig. 6¢). In the setup of
Fig. 6¢, it could also be demonstrated in a visual detection task
that the lateral sounds actually captured visuospatial attention,
because observers were faster to detect a flash when the
sounds came from the same, rather than the opposite, side of

fixation. The sounds thus captured visuospatial attention (see,
e.g., Driver & Spence, 1998). Temporal ventriloquism thus
appears to be independent of the spatial separation between
sound and flash, despite the fact that the location of the sounds
was potent enough to capture visuospatial attention (see also
Keetels & Vroomen, 2008a, for similar effects with tactile—
visual stimuli). For audiovisual temporal recalibration, it also
appears that spatial misalignment between sound and flashes
does not decrease temporal recalibration (Keetels & Vroomen,
2007), although audiovisual spatial alignment can be of im-
portance when sounds and flashes are presented in continuous
streams with an ambiguous temporal ordering (Yarrow,
Roseboom & Arnold, 2011). To summarize, it appears that
temporal ventriloquism has, in comparison with spatial ven-
triloquism, a somewhat smaller window of temporal integra-
tion but a much wider, if not a nonexisting, window of spatial
integration.

The role of attention for the spatial ventriloquist effect

An important controversy regarding the mechanism of mul-
tisensory binding is the degree to which it operates automat-
ically, without the need for attention (e.g., Talsma,
Senkowski, Soto-Faraco & Woldorff, 2010). In the visual
domain, adaptation effects that were once thought to be
entirely stimulus-driven have since proved to be remarkably
susceptible to the attentional state of the observer (e.g.,
Verstraten & Ashida, 2005). Does the same apply to spatial
and temporal ventriloquism?

The initial evidence about the role of attention suggested
that spatial ventriloquism is largely an automatic phenome-
non (e.g., Alais & Burr, 2004a; Bertelson & Aschersleben,
1998; Bertelson, Pavani, Ladavas, Vroomen & de Gelder,
2000a; Bertelson, Vroomen, de Gelder & Driver, 2000b;
Bonath, Noesselt, Martinez, Mishra, Schwiecker, Heinze &
Hillyard, 2007; Driver, 1996; Vroomen, Bertelson & de
Gelder,
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Fig. 6 Observers judged which

of two flashes (upper or lower) a
appeared first. Sensitivity for
visual temporal order improved,
relative to a silent control
condition, when clicks were
presented in an AVVA style
(temporal ventriloquism [TV]).
This TV-effect was not affected
by whether the sounds came
from the same location as rather
than a different location than
the lights (a), were static rather
than moving (b), and came
from the same rather than the
opposite side of fixation (c).
The laterally presented sounds
in panel ¢ were potent because
they did capture visuospatial
attention, but this did not affect
TV (Vroomen & Keetels, 2006)

simultaneously with the unseen flash was shifted in the
direction of the visual stimulus (Bertelson et al., 2000a).
More recently, though, some authors have questioned the
full automaticity of the ventriloquist effect and suggested
that attention might at least have a modulating influence
(Fairhall & Macaluso, 2009; Roder & Biichel, 2009;
Sanabria, Soto-Faraco & Spence, 2007b). Maiworm,
Bellantoni, Spence and Roder (2012) examined whether
audiovisual binding, as indicated by the magnitude of the
ventriloquist effect, is influenced by threatening auditory
stimuli presented prior to the ventriloquist experiment.
This emotional stimulus manipulation resulted in a reduc-
tion of the magnitude of the subsequently measured ventril-
oquist effect in both hemifields, as compared with a control
group exposed to a similar attention-capturing but
nonemotional manipulation. This piece of evidence was
taken to show that the ventriloquist illusion is not fully
automatic, although there is no straightforward explanation
why it is reduced. Borjon, Shepherd, Todorov and
Ghazanfar (2011) also reported a novel finding of visual
gaze steering auditory spatial attention. Specifically, visual
perception of eye gaze and arrow cues presented slightly
before sounds shifted the apparent origin of these sounds
(delivered through headphones) in the direction by the ar-
rows or eye gaze. In both conditions, the shifts were equiv-
alent, su